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Astra – the First Petscale Arm based Supercomputer





4

Test Beds Vanguard ATS/CTS Platforms

Greater Stability, Larger Scale

Higher Risk, Greater Architectural Choices

Test Beds
• Small testbeds

(~10-100 nodes)
• Breadth of

architectures Key
• Brave users

Vanguard
• Larger-scale experimental 

systems
• Focused efforts to mature 

new technologies
• Broader user-base
• Not Production
• Tri-lab resource but not for 

ATCC runs

ATS/CTS Platforms
• Leadership-class systems 

(Petascale, Exascale, ...)
• Advanced technologies,

sometimes first-of-kind
• Broad user-base
• PRODUCTION USE

Where Vanguard Fits
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APM/HPE
Xgene-1

Cavium/Penguin
ThunderX1

= 2018

= Retired

= 2015

= 2017

TODAY

Cavium
HPE/Comanche

ThunderX2

Future ASC
Platforms

Sept 2011

Cavium
HPE/Apollo
ThunderX2

FY18
Vanguard-Phase 1

Petascale Arm 
Platform

Cavium 
ThunderX1
32 nodes

Pre-GA Cavium 
ThunderX2
47 nodes

Applied Micro
X-Gene-1
47 nodes

2014

Sandia’s NNSA/ASC ARM Platform Evolution
Early work to get Socket Direct
working on TX2 / HPE Comanche

Work to optimize UCX +
SHARP on Astra
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Vanguard-Astra: Timeline

RFP Development

20 Dec 2017
RFP Released

8 Feb 2018
RFP Responses

21 Feb 2018
Review and

Selection

Negotiations, SOW Development

1 June 2018
Contract 
Awarded

725 Facility Build and Final Preparation

11 Oct 2018
Installation
Completed

4 Sept 2018
1st Hardware

Delivered

28 Sept 2018
Final Hardware

Delivered
FY Fiscal 

Milestones 
Completed

System Integration

23 Oct 2018
First 

Large-scale
Runs

(1022)

Cont. System Integration and Stabilization

1 Nov 2018
HPL

Submission
1.529 PF
(2238)

Large-scale
Milestone

Goal
Completed

Friendly 
Users

Open
Science 

Restricted
Network 

Classified
Network 

24 August 2018
L2 Milestone
Completed

15 Oct 2018
Facility 

Completed



ATSE Collaboration with HPE’s HPC Software Stack7

HPE’s HPC Software Stack
HPE:
§ HPE MPI (+ XPMEM)
§ HPE Cluster Manager

§ Arm:
§ Arm HPC Compilers
§ Arm Math Libraries
§ Allinea Tools

§Mellanox-OFED & HPC-X
§RedHat 7.x for aarch64

ATSE
stack



Network Stack Used for HPL + HPCG Runs8

§ OpenMPI 3.1.2
§ UCX checkout from 20181020



Early Performance Results from Mayer InfiniBand

Socket Direct feature enables a single NIC 
to be shared by multiple host processor 
sockets

• Share a single physical link to reduce 
cabling complexity and costs

• NIC arbitrates between host processors 
to ensure a fair level of service

• Required some complex O/S patches 
early on in test systems
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Exceptional Service in the National Interest


